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Abstract ¢ Trace-driven simulation is a simple way of evaluating cache memory sys-
tems with varying hardware parameters. But to evaluate realistic workloads, simulating
even a few millions of addresses is not adequate and such large scale simulation is impracti-
cal from the consideration of space and time requirement. In this paper., new methods of
simulation based on joint usage of statistical techniques and the principles of computer
architecture are proposed for decreasing the need for large trace measurements and to
predict true program behavior. In our method, sampling techniques are applied while col-
lecting the address trace from a workload: this drastically reduces the space needed to store
the trace. New simulation techniques are developed to use the sampled data to predict not
only the mean miss rate of the cache, but also its true distribution. Finally, a model is pro-

posed to statistically project the results to different context-switch intervals from only one

simulation of a small number of samples of a fixed size.
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ACCURATE LOW-COST METHODS FOR PERFORMANCE EVALUATION

OF CACHE MEMORY SYSTEMS

1. Introduction

It is well known that the use of a cache in memory hierarchy has considerable
influence on the overall performance of a computer system. Although, cache memory sys-
tems have been extensively measured and simulated for traditional high level languages
like Fortran, Pascal, Algol and PL1 [1], studies on LISP programs are few and far between
[2.3.4]

The goal of this project was to develop new techniques for cache evaluation. For vari-
ous reasons, discussed in the next section, trace driven simulation was selected as the
method of evaluation. But, soon it was found that conventional simulation suffers from a
lot of limitations; the results, so obtained, do not represent true program behavior. Some of
these aspects have already been pointed out by Smith [3]. Since results on LISP program
architecture are few, LISP programs were employed in our case studies. The proposed

methodology. however, is equally applicable to other programs.

This paper establishes a new method of trace driven simulation for cache memory sys-
tems, based on sampling techniques. This method decreases the need for large trace meas-
urements and simulation, and is based on joint usage of statistical techniques and the prin-
ciples of computer architecture. It is shown that, unlike conventional techniques, the pro-
posed approach is able to characterize a complete program with low overhead. Thus., it not
only allows a prediction of the mean miss rate, but also of its true distribution. In the next
section, different aspects of conventional trace driven simulation is presented along with its

limitations.




2. Different Methods of Evaluation

Among the various methods of performance evaluation of cache based systems,
Hardware Monitoring is the most accurate method. But it is very difficult to instrument
and it takes up a lot of time to develop. Even after implementing it for a particular
machine, it is hard to vary the parameters of the architecture. Analytical Methods can be
quiet cheap in most cases. But it involves so many simplifying assumptions that the results
may be far from being true. This leaves us with Simulation which is simple and quiet easy
to develop. It can be used to evaluate any existing or proposed architectures. The parame-
ters of the architecture can be varied very easily simply by changing the input parameters

of a simulator.

2.1. Trace Driven Simulation

A program address trace consists of a sequence of the virtual (usually) addresses,
referenced by a program or programs, along with other relevant information. Trace driven
simulation is the process of running the simulation model of a system with the trace. A
simulator can also be driven by a random number generator; but, because of the lack of
existence of an accurate behavioral model of programs in the context of cache. such simula-
tion can never represent realistic program behavior. On the other hand. a trace represents
the behavior of at least one program and so, trace driven simulation will characterize that
correctly. For all these reasons, this has been chosen by most people, including us for

evaluation of memory systems.

2.1.1. Limitations

In spite of all these nice features, there are several limitations of trace driven simula-

tion which make it inadequate not only for our purpose, but also as a tool of performance



evaluation in general.

(1)

(2)

3)

It simulates only a very small part of a program. For example, if a program runs for
a thousand seconds of cpu time at the rate of one million memory references per

second, simulating a trace of one million addresses will only represent 0.01% of the

whole program.

Traces are usually collected from the initial portion of a program, rather than from
the core part of it. This practice of taking a single section of a program and projecting
it for the entire program is highly questionable. Smith [1, 3] has reported that an
enormous degree of variability exists among traces in their measured miss ratios in
cache. Our own experience with simulation of cache memories has shown that there is
a large degree of variation in program behavior in one sample of half million refer-
ences with another of the same program at a different time. Even if the mean miss
rate, measured this way, happens to be the same as that of the whole program, this
mean value is not adequate to accurately reflect the performance of the system. We
will show that the distribution of this measured miss ratio is far from the real one.
Such experience suggests that simulation with a section of program chosen on an ad-
hoc basis with a few thousand references cannot accurately reflect the overall program

behavior.

Any large scale simulation with a few millions of addresses requires an enormous
space to store the trace. It is also very expensive from the consideration of computer
time. Each such simulation with one set of hardware parameters as input typically
takes up several minutes of cpu time on a minicomputer (e.g.. VAX-11/780). So, run-
ning a bunch of simulation jobs with several combinations of architectural parameters

for a single trace is computationally very expensive.




(4) Most machines switch context every few thousands of instructions, especially in a
multiprogramming environment. The Context switch can occur due to I/O interrupts
or time out of a fixed time slice. This effect of context switch on cache performance
has been studied by others [5,6, 7]. But, their methods involve simulating every
different switch intervals or a curve fitting on individual program traces. Our objec~
tive is to perform only one simulation, based on our sampling technique and statisti-

cally project the results for other switch intervals.

To overcome these limitations, we propose a new sampling-based technique for study-
ing cache performance in LISP systems. The methodology is based on statistical methods

and is capable of characterizing a program without extensive simulation.

3. Sampling Technique
In conventional simulation, the effect of task switches on a program can be estimated
by assuming the cache to be flushed totally during a context switch [5, 8]. This is essen-
tially true for smaller caches. For larger caches, the miss ratio obtained in this way provide
a lower limit to the cache performance. The preliminary aim of our sampling technique is

to provide a cost-effective approach to estimate the distribution of this cold-start miss ratio.

Instead of simulating all consecutive intervals of address references, as is done con-

ventionally, we sample the address trace (Fig. 1) and run the simulation only on the sam-

pled data.

Our Methodology

(1) Choose a sample size which is typically a few thousands of consecutive addresses. In

the initial study. this corresponds to the task interval considered.
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Fig. 1. Sampling technique




(2) Depending on the size of the whole trace, determine the uniform sampling interval to

attain a certain number of samples.

(3) Sample the continuous trace accordingly (or, preferably collect only the sampled part

of the trace at the beginning itself) and store the sampled addresses only.

(4) Assume cache to be empty at the beginning of each sample and simulate cache memory

system for each sample.

Claim

The distribution of the average miss ratio for the samples gives an estimate of that of
the cold-start miss ratio over the entire trace for the same context switch interval as the

sample size.

Validatiom Procedure

Simulating one sample of consecutive addresses represents the behavior of that partic-
ular context switch interval. Because of the cold-start, the miss rate is very high at the
beginning of the interval and usually decreases as the cache gets more and more filled up.
We consider the average value of the miss ratio at the end of the sample. To validate this
methodology. it is essential to establish that the miss ratios of the samples truly represent
the behavior of the continuous trace. Our objective is to determine the number of samples
which is adequate to represent any program, irrespective of the nature of the program or
the length of the trace. We will also show that the number of samples is the factor to be
considered for sampling, rather than the sampling interval. Therefore. to validate this tech-
nique, different number of samples are considered over different LISP programs and statisti-
cal technigues are applied to compare the distribution of the sampled data with that of the
actual distribution of the miss ratio. In the next section, different aspects of the simula-

tions performed are outlined.



4. Simulations Performed

4.1. Traces Used

The traces of virtual addresses were collected by running the compiled code of -Franz - - -

LISP programs on a VAX-11/780. These are continuous traces which were later sampled at
various intervals and sizes and then simulated. The programs chosen are realistic work-
loads of varied nature. The nature of the programs and the lengths of the corresponding
traces are listed below:

(1) FSIM : Fault Simulation program : Length = 2.9 million.

(2) DRC : Design Rule Check program for VLSI layout : Length = 5.7 million.

(3) ELI: English Language Interpreter program : Length = 1.8 million.

(4) RRL : Mathematical Rewrite Rule Lab program : Length = 2.0 million.

These traces are collected by running only part of these programs because of practical
limitations. But they are of varied length and we will show that our methodology holds
good independent of this variation of trace length, so that this method can be applied to

traces of entire programs also.

4.2. Size and Number of Samples

Three different sample sizes were used : 5K, 10K and 20K of addresses. They are

chosen to be of the same order as the typical task interval on VAXes [9].

It is known that about 30 samples give a good estimate of any normally distributed
data. At the beginning, we started with the assumption that the distribution of the cache
miss ratio is normal which is found later not to hold good in general. But, nonetheless. the
numbers of samples selected are (1) about 20, (2) about 35. The results of these two sam-
Pled cases are compared with that of the continuous trace. We will show that about 35

samples are always found adequate to predict the actual miss distribution with reasonable



accuracy.

4.3. Architecture Simulated

The architectural model has three level memory hierarchy : virtual, main and cache.
We consider real address cache: the virtual address is first translated to real address of the

main memory which is subsequently mapped to the cache address space.

The main memory is organized into pages. The pbysical page frames are numbered
sequentially as they are allotted. FIFO (First In First Out) policy is used for page replace-
ment. The cache memory is set-associative and its blocks are replaced according to Least
Recently Used (LRU) policy. Cache is updated by no-allocate policy i.e.. during a write-

miss, only the main memory is updated and it is not counted as a cache miss [10].

The goal of this paper is to develop & new method of simulation which is applicable to
all LISP programs, rather than to evaluate the behavior of LISP programs for various archi-
tectures. For that reason, it is sufficient to simulate this architecture only with one set of
hardware parameters. The sizes chosen for the three levels of memory, virtual, main and
cache are respectively 64KB, 16KB and 4KB. The page size in the main memory is 128

bytes. The block size and set size of the cache are kept fixed at 8 bytes and 2.

43.1. Approximation

Both the instructions and the data in VAX-11 are of variable length. It has been
shown in other studies [9] that most of the times, these lengths are within 4 bytes . Also,
the VAX machine always fetches a block of 4 bytes together from the memory. So, it is
quite reasonable to approximate the length of all the references to 4 bytes. This simplifies
the process of gathering the trace and others [4, 11] bave also made similar assumptions .
During this simulation. if the address referenced fits exactly in an integral 4-byte boun-

dary. only one block (of size at least 4 bytes) is fetched. Otherwise if the 4-byte field,



starting from the current address in the trace, does not coincide with a 4-byte boundary
and it also surpasses the end of the current block of the cache, then the next block is also

fetched. In the next section, the results of simulation are presented and discussed.

5. Results

Recall that the goal is to show that a sampling scheme can successfully predict not
only the true mean value but also the distribution of miss ratio. Note that it is assumed
that a program is running with context switches. To establish the effectiveness of the sam-
pling scheme, we compare the distribution of the sampled data with that of the continuous
trace. As a first step, the mean and the standard deviation of the miss ratios of sampled
data are compared with actual values (Table 1). The term "sll* for the number of samples
in the table signifies the results for the continuous trace without any sampling. It is found
that the maximum error in mean miss ratio for number of samples = 35 is 5.3%; this error
for about 20 samples can be as high as 13.8%. The standard deviation of miss ratio for
about 35 samples is always very close to its actual value. So, just from the consideration
of mean and standard deviation of the samples, it can be concluded that with approxi-

mately 35 samples a good estimate of the mean and the standard deviation is achieved.

The distribution of the continuous trace is compared with that obtained from sampled
trace in Figures 2 through 5. All these figures contain the histograms for the case of about
35 samples and the continuous trace. Figures 2 and 3 also include the case for number of
samples = 20. Of all the 12 cases considered, only four are given in these figures; remain-
ing of them appear in the Appendix. It is very apparent from these figures that in general,
the distribution profile is far from normal. Initially, these distributions can be just checked
for similarity in appearance. The cumulative percentages of the sample points in the

different levels, included in the figures, provide additional way of comparing the distribu-




Table 1. Mean & Standard Deviation of Sampled Result

10

Sample Mean miss ratio %Error in mean Std. dev. of miss ratio
Program size (for #samples) (for #samples) (for #samples)
=20 =35 All => 20 =35 =20 =35 All

5K 0743 0767 .0781 49 18 .OIJ;;_-T 0177 0160

FSIM 10K 0576 | .0609 | .0600 4.0 -1.5 0137 0115 0131
20K 0492 | .0513 0505 26 -1.6 0125 .0098 0107

SK 0768 | 0639 | .0675 | -13.8 5.3 0539 0443 0430

DRC 10K 0630 | 0550 | .0582 -8.2 5.5 0425 0386 .0389
20K .0576 | .0512 | .0528 -9.1 1.9 0389 0349 0353

5K 0819 | 0775 | 0792 -34 2.1 0452 0379 0406

ELI 10K 0680 | .0691 0673 -1.0 2.7 0339 0351 .0343
20K 0606 | 0616 | .0604 -0.3 -2.0 0295 0311 0307

5K .0424 | .0417 | .0416 -1.9 0.2 0354 0332 .0329

RRL 10K 0349 | .0356 | .0346 -0.9 -2.9 .0283 0293 0286
20K .0318 | .0315 0308 -32 23 0267 0258 0255




(a) Number of samples = 20
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Fig. 2. Frequency bar chart of miss ratio for FSIM : Context-switch interval = 20K



(a) Number of samples = 20
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Fig. 3. Frequency bar chart of miss ratio for DRC : Context-switch interval = SK



(2) Number of samples = 35
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Fig. 4. Frequency bar chart of miss ratio for ELI : Context-switch interval = 10K




(a) Number of samples = 33
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Fig. 5. Frequency bar chart of miss ratio for RRL : Context-switch interval = SK
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tions. It is found that the distributions of nearly 20 samples have significant difference
from the true ones. But, the profiles of about 35 samples closely resemble the actual shape
in all different cases. It is easily shown that the distributions of the samples are statisti-
cally equivalent to the actual ones with a high degree of confidence. Therefore, it is con-

cluded that 35 samples are adequate for this method.

The distribution of the miss ratios provides a lot of information about the program
behavior which is lost when only the mean value is considered. For example, the distribu-
tion of miss ratio is useful in performance analysis of cache memories in multiprocessors or
cache memories with a finite write-back buffer. In both cases, a high miss rate imposes a
relatively higher penalty per miss than the penalty per miss at low miss rates. These dis-
tributions for the four programs are quite different from one another; but, for a particular
program, it follows similar trend for the various context switch intervals (i.e.. for different
sample sizes in our method). The miss ratio distribution of the DRC program has two dis-
tinct modes while for the FSIM program, it is nearest to the normal distribution among the
four programs. This indicates that the miss ratio of the DRC program is spread over two
regions which are apart from each otber; the region with smaller value corresponds to the
tight loop structures in the program. The miss ratio versus time plot (Fig. 6) for this pro-
gram corroborates this feature. The FSIM program on the other hand has its miss ratio ran-

domly spread over a single band as found in its miss ratio versus time plot.

S.1. Comparison with Conventional Simulation

In conventional simulation, the measured distribution of the miss ratio can be quite
different from the actual one. The conventional method for cold-start miss ratio can be
considered as simulating consecutive samples with no interval in between. To compare con-
ventional simulation with our method, the distribution of miss ratio of 35 consecutive con-

text switch intervals of size SK addresses is checked for closeness with the actual
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distribution of miss ratio for DRC program, because this simulation has the same space-
time cost as our method. These two distributions are found to differ considerably in mean
value, standard deviation and the ghape (Fig. 7). This is expected from Figure 6 which
shows that 35 consecutive intervals, each of size SK cover only a small, initial part of the
program which is very different from the rest. This shows the inadequacy of conventional

method 0 represent true program behavior.

6. Evaluation of QOther Context Switch Intervals

In this section, we propose a model of cache behavior for larger context switch inter-
vals, based on the performance measures of smaller intervals. Our aim is to perform only
one simulation on samples of one size and statistically project the results for other context
switch itervals. Once simulation is performed for samples of a particular size, informa-
tion abowt smaller task intervals is already present in the results. So. only those intervals
which are greater than the sample size need to be projected. To do that, we will first con-
sider how the mean value of miss ratio over the samples vary within the duration of the

sample.

Figare 8 shows the typical plot of mean miss ratio (over different samples) with the
number of address references during the period of the sample size. The value of mean miss
ratio at each point is calculated by considering the number of hits and misses from the end
of the interval, rather than from the beginning for each sample. This is done to avoid the
effect of cold start at the beginning of the interval on the later segments of the task inter-
val. This enables us to check lf the instantaneous mean miss rate in an interval reaches a
steady value as the cache gets more and more filled up. It is observed in all our éxperiments

that the miss ratio really attains a steady state for sufficiently long samples (as small as SK
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Fig. 7. Comparison of conventional method for DRC : Context-switch interval = SK
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for all the traces).

6.1. Our Model

Given a sample size n, which is long enough for the miss ratio to reach a stable value,

this steady state will continue for the rest of a larger task interval n (Fig. 9).

Based on this assumption, the value of the miss ratio for a larger context switch inter-

val n can be easily calculated and is given by :

m() = -’;—om(no) + (l—f’—‘?-)m.

where, m(n) : miss ratio for interval n
m{(n,) : miss ratio for interval n,

m,, : steady state value of miss ratio

6.2. Results

Based on the formula above, the miss ratio for 20K interval is predicted from that of
5K and 10K samples for all the traces: also, the miss ratio for 10K context switch interval
is calculated from that of SK samples (Table 2). It is found that the projected value is rea-
sonably close to the actual value, measured from the continuous trace. However, we are
still in the process of comparing the distributions of the projected miss ratio with the actual
ones. More exhaustive statistical analysis needs to be done to find out how much can the
samples be extended to larger context switch intervals with reasonable accuracy and to

resolve other related issues.

7. Concluding Remarks

In this paper, we bave established a sampling-based technique for cache memory

simulation. This method provides insight into the true program behavior by giving the




21

1
\ ]
m, - -~ ; -
|
|
]
‘l —
f— no —>
fes n —>]

>~ NUMBER OF ADDRESS REFERENCES

Fig. 9. Model for larger context switch intervals




Table 2. Calculated Miss Ratios for Different Context Switch Intervals

Context switch Actual Miss ratio calculated
Program interval measured from context switch interval
miss ratio K 10K ‘4
- =y
FSIM 10K .060 062
20K 051 053 054
DRC 10K 057 061
20K 052 .056 0525
ELl 10K 067 067
20K 061 0615 0635
RRL 10K 034 035
20K 030 0315 032

22
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accurate estimates of both the mean value of miss ratio and its distribution. In comparison,
conventional techniques just measure the mean miss ratio for one small segment of a pro-
gram; thus. they may not be representative of actual performance. The cost of the
sampling-based method in terms of both memory space and computer time is'small. There
is one pathological case in which this technique might not give satisfactory result: this will
happen very rarely when (1) the miss ratio versus time plot of the program has a step-
function, as in Figure 6, (2) the period of this variation is constant and (3) the sampling
interval happens to be the same as this period and all the samples are taken predominantly
at the top or bottom level of the step-function. This can be avoided by taking the samples
at random intervals or by using two sets of samples having two different uniform sampling
intervals. Hence the paper shows that the sampling-based simulation is an accurate
approach. More measurements with other programs are essential to establish guidelines for
general usage.

Simulating only one set of samples and projecting the result for other context switch

intervals look very promising. But, still some more analysis has to be done regarding this
issue. Another direction in which this research needs to be extended is to separate the
cold-start effect at the beginning of a task interval from the characteristics of the rest of the
interval. Finally, these new simulation methods can be very effectively used not only for
cache memory simulation of LISP programs. they can also be easily extended for other pro-

gramming languages.
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Appendix

(Frequency bar charts for remaining
context switch intervals)
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Fig. 10. Frequency bar chart of mis ratio for FSIM : Context-switch interval = SK
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Fig. 11. Frequency bar chart of mis ratio for FSIM : Context-switch interval = 10K
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Fig. 12. Frequency bar chart of mis ratio for DRC : Context-switch interval = 10K

(2) Number of sumples = 36
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Fig. 13. Frequency bar chart of miss ratio for DRC : Context-switch interval = 20K
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Fig. 4. Frequency bar chart of mis ratio for ELI : Context-switch interval = 5K
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Fig. 15. Frequency bar chart of mis ratio for EL]; Context-switch interval = 20K
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Fig. 16. Frequency ber chart of mim ratio for RRL s Context-switch interval = 10K
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Fig. 17. Frequency bar chart of mise ratio for RRL : Context-switch interval = 20K
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